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Budgeted Multi-Armed Bandits

While budget B not empty:
Play one of K arms
Observe reward, pays cost (both are random)
Update strategy
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Applications

Social media advertising (there are more applications in the paper)
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Related work
Upper confidence bound (UCB) sampling: m-UCB, i-UCB, c-UCB [1],
Budget-UCB [2], UCB-SC [3], UCB-B2 [4]
UCB is often either too tight (left plot, higher is worse)
or too loose (right plot, higher is worse)
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Asymmetric confidence intervals

Generalization of the Wilson Score Interval for binomial proportions [5]
(refer to the paper for the math)

Figure illustrates asymmetry of confidence interval
𝜂 ∈ [0, 1]: variance relative to Bernoulli variable with same mean
Confidence interval stays within bounds of random variable
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Our Algorithm – 𝜔-UCB

Upper confidence bound (UCB) sampling
Choose arm with highest UCB of reward-cost ratio
“optimism under uncertainty”

Compute UCB using asymmetric confidence interval
Increase confidence level over time according to

√
1 – t–𝜌

𝜌: scaling parameter of confidence interval

play all
arms once

play arm with
highest UCB

observe
reward
and pay
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update
statistics
played arm

update UCB
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end
B ≤ 0

B > 0

Regret analysis

Regret ∈ 𝒪
(︁

B1–𝜌
)︁

for 0 < 𝜌 < 1⏟  ⏞  
favors exploitation

, and in 𝒪
(︁

log B
)︁

for 𝜌 ≥ 1⏟  ⏞  
favors exploration

The figure below illustrates upper regret bound for a 2-armed bandit
For (relatively) small budgets, choose small 𝜌 to favor exploitation
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Experiments on synthetic data

First row: Bernoulli distributed rewards and costs
Second row: rewards and costs sampled from {0, 0.25, 0.5, 0.75, 1}
Approach 𝜔*-UCB approximates 𝜂-parameter
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